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Table 3-1. Annual Enplanements (Millions) and Operations (Thousands)
at LMINET Airports

Enplanements Operations Ratio of traffic

Airport 1996 2007 1996 2007 Commercial GA

BOS 12.3 16.0 462 509 1.088 0.906

BDL 2.7 4.1 151 181 1.242 0.971

HPN 0.5 0.9 153 160 1.271 0.905

ISP 0.6 0.9 109 117 1.258 0.951

TEB 0.0 0.0 189 189 1.000 1.000

LGA 10.3 13.8 342 381 1.109 0.822

JFK 15.0 20.7 360 397 1.109 0.823

EWR 14.2 20.7 443 561 1.229 0.906

PHL 9.1 14.8 401 509 1.269 0.821

BWI 6.6 10.3 260 338 1.301 0.906

DCA 7.2 8.6 305 318 1.055 0.948

IAD 6.0 9.7 323 397 1.240 1.000

GSO 1.4 2.5 138 170 1.300 0.937

RDU 3.1 4.8 217 256 1.240 0.906

CLT 10.7 15.6 454 563 1.239 0.906

ATL 30.7 41.4 770 916 1.177 0.906

MCO 11.8 22.6 337 502 1.507 1.000

PBI 2.8 3.9 182 196 1.164 0.951

FLL 5.2 9.4 234 304 1.359 1.000

MIA 16.1 27.4 540 694 1.336 0.905

TPA 6.2 9.2 269 331 1.257 0.906

MSY 4.2 5.9 162 190 1.197 0.906

MEM 4.6 6.2 358 467 1.279 1.094

BNA 3.4 5.4 222 260 1.195 0.904

SDF 1.8 2.9 168 215 1.267 1.000

CVG 8.8 16.9 392 613 1.507 0.906

DAY 1.0 1.0 143 160 1.159 1.000

CMH 3.1 5.3 185 238 1.290 0.952

IND 3.5 5.8 230 305 1.390 0.906

CLE 5.4 8.6 287 373 1.294 0.906

DTW 15.0 24.7 530 708 1.343 1.035

PIT 10.1 14.4 438 536 1.205 1.166

SYR 1.0 1.3 122 148 1.239 1.000

MKE 2.7 4.3 187 239 1.268 1.000

ORD 32.2 43.2 906 1039 1.180 0.863

MDW 4.5 6.4 251 297 1.268 0.906

STL 13.5 20.5 511 637 1.240 0.906

IAH 11.9 20.0 391 566 1.420 0.906

HOU 4.0 5.3 252 287 1.226 1.000

AUS 2.8 4.6 203 245 1.340 1.105
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Table 3-1. Annual Enplanements (Millions) and Operations
(Thousands) at LMINET Airports (Continued)

Enplanements Operations Ratio of traffic

Airport 1996 2007 1196 2007 Commercial GA

SAT 3.3 5.5 238 293 1.340 1.105

DAL 3.5 5.2 219 264 1.388 0.906

DFW 27.4 43.7 869 1234 1.38 1.034

MSP 13.4 20.8 478 615 1.282 0.905

MCI 5.0 7.1 195 244 1.22 0.906

DEN 15.2 20.6 453 553 1.211 0.906

ABQ 3.2 5.1 173 217 1.339 0.952

ELP 1.8 2.8 122 125 1.131 0.906

PHX 14.6 24.2 531 698 1.356 0.906

SLC 9.8 15.5 369 491 1.372 1.000

LAS 14.3 26.1 445 637 1.474 1.000

SAN 6.8 10.4 238 309 1.305 0.823

SNA 3.6 6.4 369 483 1.378 1.233

LGB 0.2 0.4 263 312 1.425 1.151

LAX 28.2 41.9 761 947 1.232 0.842

BUR 2.5 4.3 180 222 1.352 1.048

ONT 3.2 4.6 149 177 1.222 0.878

RNO 3.0 5.4 144 189 1.403 0.906

SMF 3.5 5.7 145 201 1.382 1.000

OAK 4.8 7.8 400 494 1.271 1.119

SFO 18.3 29.4 426 562 1.299 1.000

SJC 4.8 8.0 210 258 1.394 0.905

PDX 6.1 10.2 290 384 1.351 0.851

SEA 11.7 17.5 397 503 1.242 1.000
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Tables 3-2 and 3-3 compare LMINET to the network for operations and enplane-
ments, respectively. Figures 3-1 and 3-2 graphically depict the LMINET airport
annual operations and enplanements for 1996 through 2017.

Table 3-2. LMINET Airports Versus the Total Operations (Millions)

Operations Growth rate (%)

Count 1996 2000 2010 1996–2000 2000–2010

Large hubs 29 13.6 14.9 18.3 2.37 2.04

Medium hubs 42 9.2 9.9 11.6 2.04 1.53

Small hubs 67 8.2 8.6 9.3 1.24 0.74

Non-hub towers 305 30.9 31.8 33.5 0.70 0.54

Total 443 61.9 65.3 72.7 1.35 1.08

LMINET airports 64 20.7 22.6 27.3 2.20 1.91

Table 3-3. LMINET Airports Versus the Total Enplanements (Millions)

Enplanements Growth rate (%)

Count 1996 2000 2010 1996–2000 2000–2010

Large hubsa 29 412.6 490.1 684.3 4.40 3.39

Medium hubsb,c 42 135.7 163.6 237.9 4.79 3.81

Small hubsd 67 41.6 48.8 67.5 4.08 3.30

Non hub towers 273 15.5 17.6 22.2 3.18 2.38

Total 411 605.5 720.2 1,012.0 4.43 3.46

LMI airports 64 514.0 613.0 863.0 4.50 3.50

Share (%) — 85.0 85.1 85.3 — —

Source: Department of Transportation, Terminal Area Forecasts, Fiscal Years 1997–-2010, Re-
port No. FAA-APO-97-7, Federal Aviation Administration, Office of Aviation Policy and Plans, Sta-
tistics and Forecast Branch, Washington, DC, October 1997.

a > 1% of total enplanement.
b > 0.25% of total enplanement.
c The 42 medium hub airports are ABQ, ANC, AUS, BDL, BNA, BUF, BUR, CLE, CMH, COS,

DAL, ELP, FLL, GEG, HOU, IAD, IND, JAX, MCI, MDW, MEM, MKE, MSY, OAK, OGG, OKC, OMA,
ONT, PBI, PDX, RDU, RNO, RSW, SAT, SDF, SJC, SJU, SMF, SNA, TUL, TUS, and GUM.

d > 0.05% of total enplanement.
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Figure 3-1. Total LMINET Airport Annual Operations (Millions)

Figure 3-2. Total LMINET Airport Annual Enplanements (Millions)

CURRENT AIR TRAFFIC SCHEDULE

We considered both scheduled air transport service and itinerant GA traffic. We
based demand for scheduled air transport service on the schedule published by the

0.00

5.00

10.00

15.00

20.00

25.00

30.00

35.00

19
96

19
98

20
00

20
02

20
04

20
06

20
08

20
10

20
12

20
14

20
16

GA

Commercial

0

200

400

600

800

1000

1200

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17



Modeling Unconstrained Air Traffic Demand in the Future

3-7

OAG. We constructed the time variation of GA demands from data recorded in
the FAA’s Enhanced Traffic Management System (ETMS). The schedules on
April 8, 1996—whether the commercial operations represented by the OAG or the
GA extracted from ETMS—are selected to run our model. Everything that we do
to construct the traffic schedule in the future will be set in early April on a week-
day.

Since the OAG schedule is the planned rather than observed air traffic schedule,
and only the GA flights filing instrument flight rules (IFR) flight plans will be re-
corded in ETMS, there will be differences between the traffic reported by the
OAG and ETMS and the FAA’s TAF. Since the TAF is recorded by traffic control
towers, which are believed reliable, both the OAG and GA schedules have to be
scaled to conform to the data in the TAF.

Table 3-4 lists the traffic adjustment factors for each LMINET airport. We first
compute the total annual commercial operations, per airport, based on the entire
1996 OAG. The Commercial Adjustment Factor, α, is given by the commercial
operations in the TAF (air carrier and air taxi) divided by the operations given by
the OAG. The Total Adjustment Factor, γ, is given by the total airport operations
in the TAF (air carrier, air taxi, and itinerant GA) divided by the operations given
by the OAG.

Table 3-4. Commercial and Total Traffic Adjustment Factors

Airport Commercial Total Airport Commercial Total

BOS 1.035 0.974 MKE 1.457 1.15

BDL 1.585 1.203 ORD 1.019 0.975

HPN 3.314 1.067 MDW 1.893 1.251

ISP 3.591 1.189 STL 1.075 1.005

TEB 1 1 IAH 1.014 0.956

LGA 1.037 0.979 HOU 1.897 1.048

JFK 1.061 1.017 AUS 2.246 1.119

EWR 1.033 0.99 SAT 2.5 1.321

PHL 1.086 0.966 DAL 2.23 1.268

BWI 1.235 1.134 DFW 1.102 1.068

DCA 1.206 1.016 MSP 1.147 1.025

IAD 1.225 1.023 MCI 1.046 0.975

GSO 2.757 1.836 DEN 0.966 0.917

RDU 1.599 1.11 ABQ 1.557 1.107

CLT 1.233 1.077 ELP 1.981 1.216

ATL 1.053 1.023 PHX 1.295 1.083

MCO 1.111 1.016 SLC 1.419 1.113

PBI 2.442 1.208 LAS 1.553 1.24

FLL 1.639 1.126 SAN 1.138 1.052

MIA 1.247 1.099 SNA 3.667 1.016
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Airport Commercial Total Airport Commercial Total

TPA 1.463 1.231 LGB 40.116 2.034

MSY 1.307 1.119 LAX 1.014 0.982

MEM 1.738 1.452 BUR 2.699 1.468

BNA 1.77 1.303 ONT 1.419 1.204

SDF 1.53 1.24 RNO 1.634 1.137

CVG 1.033 0.997 SMF 1.409 1.165

DAY 1.68 1.161 OAK 3.155 1.859

CMH 1.679 1.331 SFO 1.048 0.984

IND 1.948 1.543 SJC 1.618 0.979

CLE 1.116 1.006 PDX 1.294 1.101

DTW 1.239 1.058 SEA 1.094 1.073

PIT 1.083 1.022 OTR 1.299 1.07

SYR 1.75 1.247

Obviously from the factors’ definitions, if we scale the OAG operation by the ad-
justment factors α and γ, we will get the actual commercial operations and total
operations, respectively. This method is fine so long as we are not concerned with
the schedule of the operations. Since commercial and GA operate on different
schedules and adjust at different rates, a GA adjustment factor, β, is needed.

Let TTotal, TCommercial, TOAG, TGA, TETMS be the traffic indicated by the subscripts. By
the definitions,

TTotal = TCommercial + TGA, [Eq. 3-1]

TTotal = γTOAG, [Eq. 3-2]

TCommercial = αTOAG, [Eq. 3-3]

TGA = βTETMS, [Eq. 3-4]

we have

β = (γ – α) × TOAG/TETMS. [Eq. 3-5]

Since we do not have any particular knowledge about the missing flights from
OAG to commercial, and from ETMS to GA, we have to assume they are random
or that the missed flights are proportional to the ones in the current schedule. The
scaling-up of OAG for commercial traffic takes an application of the Fratar algo-
rithm, and the scaling-up from ETMS for GA traffic takes the simple form of
multiplying all the flights by the adjustment factor, β, of the departure airport,
based on the same arguments that will be presented in the next section.
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AIR TRAFFIC SCHEDULE IN THE FUTURE

The future air traffic demand, expressed in terms of the schedule, sijkl, must be
constructed, although the only thing that we know is the total airport operations.
In fact, generating demand schedules for the entire network is a challenging task.
Although the academic literature is rife with models and algorithms, they are
geared to providing the forecast of single variable systems or a non-networked
multivariable system.

There are two major intellectual challenges:

◆ The interaction of the NAS network’s nodes and arcs and the possibility of
achieving the goal of a specific traffic level via different means

◆ The prediction of air carriers’ behavior, even at some high aggregate level.

This section presents our modeling considerations and the algorithm that we used
to forecast air traffic schedules in the future.

Modeling Assumption

Our modeling is based on available data and models; on their integration; and,
more importantly, on the desired properties of our forecast. We require our
approach for forecasting the unconstrained air traffic demand to satisfy the fol-
lowing:

1. The schedule provided by the air carriers is the variable of interest, which
reveals everything about air carriers’ operations.

2. We will construct an industry-wide model instead of one that integrates
carrier-specific models. The air transport industry in the United States is
an oligopoly, consisting of 10 major carriers with about 90 percent of total
domestic operation and three dozen or so affiliated and unaffiliated com-
muter, cargo, and chartered passenger and cargo carriers. If we just con-
centrate on having individual models for each of the 10 major passenger
carriers—if we could accomplish the tremendous amount of work in-
volved—it is still impossible to predict the industry configuration, or mar-
ket share in the future, in this dynamic environment. The recently an-
nounced virtual merger between Northwest Airlines and Continental
Airlines, and the marketing alliance between the two former foes, Ameri-
can Airlines and US Airways, are good examples of these difficulties.

Taking the whole industry together, while still assuming the existence of
competition among the carriers, we avoid attempting to predict winners
and losers in the competition. A representative of one major U.S. carrier
told us that his airline aggressively seeks opportunities to grow, since if
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they do not someone else will. This means that the air carriers put their re-
sources where the demand is on the aggregate level. On the other hand, we
do not really need an air-carrier-specific model if our model will be used
by other models to quantify the benefits of new air traffic management
(ATM) procedures or decision support tools. Individual air carriers will
benefit indirectly from our industry-wide model, in that it is up to them to
make up the market share to best utilize their resources.

3. The FAA’s TAF will be used as an input, so the future schedule we derive
must meet the TAF at the airport level. Due to the way the TAF is pro-
duced, delineated previously in this chapter, we assume that it already re-
flects air carriers’ choices to use less congested airports or new hubs, and
the use of larger equipment in the short haul market and the replacement
of turboprops by regional jets. Other terminal area forecasts will suffice.

4. The traffic growth rate between two cities must be proportional to the traf-
fic growth rates in both cities, respectively.

5. Air carriers’ operation practices will be unchanged. Specifically, we as-
sume the current air carriers’ operations are rational and will continue to
be rational in the future. By rational we mean that the air carriers, being
commercial companies, will try to maximize their profits by putting their
resources or schedules where the demand is. Battling for market share, just
for the sake of market share, by providing more schedule than demand, is
not a rational behavior. This seems a good assumption, since the air trans-
port industry appears finally to have reached maturity after two decades of
deregulation. Evidence of this comes from comparing the record profits
and relative stability enjoyed by the industry in the past few years to the
record losses, massive traffic growth, labor disputes, and industry instabil-
ity (with a plethora of low-cost start-up carriers and merger and acquisition
activities) seen right after the deregulation in 1980s and early 1990s.

The assumption of rationality of air carriers can be decomposed into the
following:

a. The current OAG schedule is the best schedule to meet the air travel
demand. One example is Continental Airlines’ decision in the past few
years to cancel their hubs at Denver, Cleveland, and Greensboro/High
Point and redeploy the flights to Houston and Newark to get better
yields.

b. The air carriers will continue to conduct bank operations in hub air-
ports. Since airline deregulation in 1978, the carriers have had the
freedom to design their schedules as they see fit except for a few slot-
controlled airports.1 Since then, air carriers have consolidated their op-

                                    
1 The slot-controlled airports are ORD, JFK, LGA, and DCA.
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erations to concentrate on a few hub airports, which are characterized
by alternating banks of arrivals and departures. There are two major
advantages of bank operations: first, the number of markets, through
connection at the hub, is massively expanded—offering travelers
choices that cannot be made through point-to-point operations; second,
the airline that has the dominant market share at the hub cities com-
mands premium fares.

6. The time-of-day demand pattern will not change. Given the total number
of people willing to travel from A to B in a day, research by airlines and
Boeing has shown that the distribution of that demand across the day de-
pends on the local departure and arrival times and the journey time, where
business travelers and leisure travelers may have different demand pat-
terns, and, of course, different demand elasticities. Thus, unless there are
new technologies that will drastically reduce the journey time, the travel-
ers’ time-of-day demand patterns will not change.

Fratar Algorithm

This algorithm is the most widely used method of generating trip distributions
based on the terminal area forecast. It has been used by both the DOT and FAA in
their transportation planning models, such as NASPAC, an event simulation
model of NAS. A schematic diagram of the algorithm is shown in Figure 3-3.

Figure 3-3. The Fratar Traffic Growth Distribution Algorithm

Fratar Traffic Distribution Algorithm
Fratar traffic distribution algorithm

Future OAG schedule

Current OAG
schedule TAF

The daily traffic, tij, from airport i to airport j, total daily departures, di, from air-
port i, and total daily arrivals, aj, to airport j are related to the schedule, sijkl, as
follows:
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tij  = ∑kl sijkl, [Eq. 3-6]

di = ∑j tij, [Eq. 3-7]

aj = ∑i tij . [Eq. 3-8]

If the schedule is balanced, or the network does not have any sinks, then di = ai,
∀ i ∈ I.

Let Di, i ∈ I be the total number of departures in the target year taken from the
forecast. The Fratar method is an iterative algorithm that takes the following
steps:

 Step 0: Assign tij, di, aj, ∀i, j ∈ I, based on the current year schedule.
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FAA [4,5] It is important to note, however, that these unconstrained forecasts are
predominately driven by demand and have little or no consideration of possible
capacity shortfalls. The following section discusses our modifications to the un-
constrained forecast in order to measure the impact of delay. Scenarios for
delay-reducing technologies are subsequently compared with this baseline forecast.

USING THE ACIM TO EVALUATE CHANGES IN

SYSTEM THROUGHPUT

The basic premise of using the ACIM to evaluate the impact of delay on through-
put is that delay imposes additional costs on air carriers, drives up fare yields, and
depresses air travel demand growth. The result is a revised forecast for through-
put, as measured by revenue passenger miles (RPMs), which takes into account
the impact of delay. We then convert RPMs to both operations and enplanements
to get a more complete picture of the impact of delay and delay-reducing tech-
nologies. Figure 5-2 is a schematic of this approach.

Figure 5-2. Schematic of Air Carrier Investment Model Approach
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As shown in Figure 5-2, the primary linkage between the NAS Model—
LMINET—and the ACIM is the projected delay per flight. The block time re-
quired to complete a flight segment of a given length is a measure of aircraft pro-
ductivity employed by the ACIM. Generally, with the stage length held constant,
shorter block times imply more productive aircraft and consequently more depar-
tures per aircraft per day. The ACIM accepts changes in aircraft productivity as
changes in aircraft block speed which, by definition, is inversely proportional to
changes in block time. Aircraft block speed, in conjunction with the number of
seats per aircraft, therefore determines the number of ASM that can be flown by a
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given aircraft. Since ASM drive costs, the changes in aircraft productivity implied
by changes in delay are central to the model’s calculations.

As shown in Table 5-1, we begin with the total delay minutes from the NAS
model for each scenario. Since the FCM has no representation from GA and air
taxi, and only limited representation from commuter carriers, we deduct the pro-
portion of operations and delays attributed to these groups. The remainder is de-
noted as delays attributed to commercial carriers. The next column contains the
projected number of commercial operations from LMINET, with which we cal-
culate the average delay per flight for each scenario in the final column.2

Table 5-1. FCM Delay Inputs

Scenario

Total delay
minutes
(millions)

Total commercial
delay minutes

(millions)

Commercial
operations
(millions)

Average delay
minutes per

flight

1996 baseline 167.7 94.3 11.9 15.90

2007 baseline 525.5 312.8 15.4 40.72

2007 all technologies 229.5 136.6 15.4 17.71

Translating these delay projections into the airline economic model requires sev-
eral assumptions about the likely airline response to the increase in congestion.
We assume that variable operating costs increase proportionally with the increase
in delay as scheduled block times get longer and less predictable. However, since
the airlines operate a highly coordinated schedule of aircraft and crew movement,
delay in one portion of the system can have repercussions system wide. For this
reason, the cost of delay can be significantly larger than variable operating costs
indicate.

To address this issue we employ a set of cost multipliers from a study by Ameri-
can Airlines [7] Since the value of the cost multiplier varies significantly by time
of day and the duration of the initial delay, it was necessary to apply the multipli-
ers within LMINET directly. The cost multipliers, therefore, are implemented as
delay multipliers, although the distinction is irrelevant since the impact of con-
gestion is determined by the product of delay and cost, i.e., because multiplication
is commutative. Table 5-2 summarizes the impact of the delay multiplier.

                                    
2 In this section, the delays are the ones from LMINET, which are measured against the ideal

flight times that would be seen if only one aircraft were using each NAS component. These delays
are larger than those measured against a predetermined schedule that includes buffers.
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Table 5-2. Delay Multiplier Values

Scenario
Delay minutes per flight

without multiplier
Delay minutes per
flight with multiplier

Implicit value of
delay multiplier

1996 Baseline 15.90 33.65 2.12

2007 Baseline 40.72 90.29 2.22

2007 All Technologies 17.71 35.51 2.01

The key variables we modify to estimate the impact of delay on throughput are
average aircraft block speed (inversely proportional to block time) and aircraft
utilization. Converting from changes in delay, shown in Table 5-2, to changes in
block speed requires an assumption regarding the average block time in the ab-
sence of delay. To specify this assumption,we researched the current average
block time for domestic flights departing from, and arriving to, LMINET airports.
For 1996, this average block time was 129 minutes. Subtracting the estimated av-
erage delay figure for 1996 of 15.9 yields an average block time of 113.1 minutes
in the absence of delay. With the average stage length held constant, therefore, the
addition of the estimated delay for each scenario to the 113.1 minute base yields
projections for average block time.

The final step was to convert average block times to average block speed and to
compute the compound annual rate of change in block speed for each scenario. As
shown in Appendix B, this computation is derived from Equation 5-1 in which t
denotes time in years, the subscript 0 denotes the current time period, and 1 de-
notes the future time period. Table 5-3 summarizes these calculations:

Annual Change in Block Speed=
Average Block Time

Average Block Time
1 00

1

(t t





 −

−
1

1
)

. [Eq.  5-1]

Table 5-3. Derivation of ACIM Inputs

Scenario
Initial block time

(minutes)
Ending block

time (minutes)
Annual rate of change in

block speed (percent)

Baseline 1996–2007 146.75 203.39 –2.924

All Technologies 1996–2007 146.75 148.61 –0.114

One issue that arises in modeling aircraft productivity in this way is that in order
to fly the same schedule in the face of rising delays, the airline would have to pur-
chase additional aircraft. This may be unreasonable since airline financial depart-
ments would resist additional investments for increasingly less productive aircraft.
We developed an alternate approach, which assumes that airlines would stretch
their schedules out during the day while simultaneously increasing the number of
daily aircraft block hours. Operationally, this appears as an increase in aircraft
utilization (more aircraft hours per day), although the total output as measured by
miles flown or RPMs remains constant because of the delay. Specifically, our
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approach assumes an equal and opposite impact on aircraft utilization in relation
to any block speed productivity changes.

Since the unconstrained ACIM forecast already contains certain assumptions re-
garding aircraft productivity and utilization, we measured changes in productivity
from these default values. Table 5-4 summarizes the ACIM inputs for each scenario.

Table 5-4. ACIM Inputs

Parameter
Unconstrained

default value (%)
Baseline value

(%)
All technologies

value (%)

Average block speed (1996–2007) 0.253 –2.661 0.139

Aircraft utilization (1996–2007) 0.00 2.924 0.114

Note: All parameters denote annual rate of change.

An additional issue that arises in modeling system throughput in this way is that
the revised forecast generated by the ACIM will have considerably less traffic
than was assumed by the NAS model in generating the initial delay estimates. In
this case, the initial delay estimates may be overstated given the corresponding
reduction in traffic. Thus, the need arises for a feedback loop between the revised
traffic forecasts and the estimated delay.

The most accurate method to implement this feedback effect would be to pass re-
vised traffic forecasts from the ACIM to the NAS model and recompute the delay
estimates. This process could then be repeated until the difference between subse-
quent revisions converged. Unfortunately, the NAS model requires more detailed
input than the ACIM can provide. Specifically, LMINET requires a flight sched-
ule with highly detailed information on individual flights and airport operations,
while the ACIM functions at the aggregate level only. Thus, to implement a feed-
back loop involving LMINET would require a complex algorithm to distribute
changes in the aggregate traffic forecast to the underlying schedule. At this time,
no such algorithm exists.

In light of the difficulties in disaggregating the revised traffic forecast for input to
LMINET, we developed an alternate implementation for the feedback effect. The
approach is based upon a piecewise log-linear approximation of the delay model
applied to the aggregate traffic forecasts from the ACIM. To see the logic of this
approach, consider that the core function of the delay model is to calculate delay
as a function of traffic throughput and system capacity (as determined by the tech-
nology scenario assumptions). Thus, for any fixed capacity, the delay model rep-
resents a nonlinear mapping from throughput to delay.

Our approach is to use the actual output from the LMINET delay model to esti-
mate this nonlinear relationship for each technology scenario. A good approxima-
tion of the delay model was achieved using a piecewise log-linear specification for
each scenario. Thus, the results from the initial run of the ACIM are fed to the
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approximated delay model to produce revised delay estimates. The revised delay
estimates subsequently provide new inputs for an additional run of the ACIM.
This process is repeated until the change in system throughput for subsequent runs
of the ACIM converges to less than one-half of 1 percent. The final iteration of
these inputs is summarized in Table 5-5.

Table 5-5. Final ACIM Inputs

Parameter
Unconstrained default

value (%)
Baseline
value (%)

All technologies
value (%)

Average block speed (1996–2007) 0.253 –2.032 0.141

Aircraft utilization (1996–2007) 0.00 2.285 0.112

Note: All parameters denote annual rate of change.

ACIM THROUGHPUT RESULTS

Implementing the ACIM under the previously discussed methodology yields a
time series of system throughput, as measured by RPMs, for each scenario. To
convert RPMs to operations and enplanements, we use the projected ratio of
RPMs to operations and RPMs to enplanements from the 1998 FAA forecast [5]
Implicit in the forecast projections are assumptions about increasing average stage
length and increasing average seat size, which cause RPMs to grow considerably
faster than enplanements and operations.

Comparing estimates from each scenario with the unconstrained forecast provides
estimates of the impact of congestion and the benefits of technologies that miti-
gate delay. Tables 5-6, 5-7, and 5-8 present our results.

Table 5-6. Commercial RPM Results (Billions)

Year Unconstrained Baseline All technologies

 1996 563.2 563.2 563.2

 1997 593.7 589.1 593.4

 1998 625.8 616.2 625.3

 1999  659.7 644.5 659.0

 2000 695.4 674.1 694.4

 2001 733.0 705.2 731.7

 2002 765.1 729.8 763.5

 2003 798.6 755.2 796.6

 2004 833.6 781.6 831.2

 2005 870.1 808.8 867.3

 2006 908.2 837.1 905.0

 2007 947.9 865.1 937.8
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Table 5-7. Commercial Enplanement Results (Millions)

Year Unconstrained Baseline All technologies

 1996 593.1 593.1 593.1

 1997 625.2 620.4 625.0

 1998 659.0 648.9 658.6

 1999 694.7 678.8 694.0

 2000 732.3 710.0 731.3

 2001 772.0 742.6 770.6

 2002 805.8 768.5 804.1

 2003 841.1 795.4 839.0

 2004 877.9 823.1 875.4

 2005 916.4 851.8 913.4

 2006 956.5 881.6 953.1

 2007 998.2 911.1 987.7

Table 5-8. Commercial Operation Results (Millions)

Year Unconstrained Baseline All Technologies

 1996 13.54 13.54 13.54

 1997 13.89 13.78 13.89

 1998 14.28 14.06 14.27

 1999 14.69 14.35 14.68

 2000 15.09 14.62 15.06

 2001 15.61 15.02 15.58

 2002 15.99 15.25 15.95

 2003 16.27 15.38 16.23

 2004 16.58 15.54 16.53

 2005 16.89 15.70 16.83

 2006 17.22 15.87 17.15

 2007 17.55 16.02 17.37

Figure 5-3 depicts the results for commercial operations graphically. As shown,
the scenario for all technologies closely approaches the unconstrained forecast
through 2007. Basically, the combined technologies allow the projected traffic
growth between 1996 and 2007 to occur without increasing delay. Finally, the
baseline projections show that growth in operations will be considerably re-
strained by delay in the absence of any new technologies.
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Figure 5-3. Commercial Operations
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Chapter 6   

Summary and Conclusions

This report presents an integrated set of models that forecasts air carriers’ future
operations when delays due to limited terminal-area capacity are considered. The
suite has two outputs. The more detailed output consists of flight schedules, which
convey much useful information about the air carriers’ operations, including ori-
gins, destinations, and planned block times. The schedules are made by models
that restrict traffic growth to levels that the NAS can accommodate with not more
than user-specified values of mean arrival delay and departure delay per flight.

The other output is forecasts of commercial RPMs, enplanements, and total op-
erations for the entire U.S. passenger air carrier industry. These results are made
by linking econometric models to a NAS model to determine operations levels
that will generate user-specified profit levels under delay-induced reductions in
productivity.

This report models the industry as a whole, avoiding unnecessary details of com-
petition among the carriers. To develop the schedule outputs, we first present a
model to forecast the unconstrained flight schedules in the future, based on the
assumption of rational behavior of the carriers.

Then we develop a method to modify the unconstrained schedules, accounting for
effects of congestion due to limited NAS capacities. Our underlying assumption is
that carriers will modify their operations to keep mean delays within certain lim-
its. We estimate values for those limits from changes in planned block times re-
flected in the OAG.

Our method for modifying schedules takes many means of reducing the delays
into consideration, albeit some of them indirectly. The direct actions include de-
peaking, operating in off hours, and reducing hub airports’ operations. Indirect
actions include the using secondary airports, using larger aircraft, and selecting
new hub airports, which, we assume, have already been modeled in the FAA’s
TAF. Users of our suite of models can substitute an alternative forecast for the
TAF.

Users can modify other features of our schedule-generating suite. In addition to
the TAF forecasts, the parameters users are most likely to want to change are the
airport delay tolerances and the airport capacity models. The users may also want
to integrate their own individual models into the suite. However, the overall
suite’s present configuration is sound, and it will give defensible results effi-
ciently.
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Turning now to the models that forecast industry-level economic outputs, we note
first that these generate remarkably similar forecasts for total system-wide opera-
tions to those made by the schedule-oriented models. The forecasts from the eco-
nomic models lie at the low end of those from the flight-specific models. It is
quite possible that the economic models underforecast—while the flight-specific
models overforecast—future operations because of their differing treatments of
GA and the flight reduction in general.

GA and commercial flights are assumed to have equal relative flight reductions in
the economic models, while GA is assumed to be cut first in the flight-specific
models. Also, all the flights are assumed to be reduced equally in the economic
model, while only flights in the congested airports are cut in the schedule-produc-
ing, flight-specific models. This means that more flights are cut in the economic
models, since the delays are caused by intense operations in the hub airports.

No matter which models we use, either flight-specific or economic, the methods
we have developed have profound implications for the evaluation of ATM tech-
nologies and procedures. First, it is likely that we are not going to see the dramatic
increases of air traffic delays as predicted by other planning models, because of
the airlines’ adaptations to the constraining capacities. We see early signs of the
validity of our approach and results because the seriously increased delays fore-
cast by some researchers a decade or so ago have not materialized.

The second implication is based on the first, that we need new methods to evalu-
ate the benefits of new ATM technologies and procedures. The model suites pre-
sented here—based on carriers’ limited tolerance for delays and on their economic
incentives to change operations in the face of productivity lost due to delays—are
an initial response to this.

The models, accounting rationally for airlines’ reactions to delay, are likely to be
reasonably robust. This is not necessarily true for this report’s specific detailed
forecasts. Many uncertainties, some quite small, may change air carriers’ opera-
tions in the future. We base our conclusions on the assumptions of rational be-
havior of the carriers and a relatively stable operations environment. Changes in
the legal framework in which carriers operate—reflecting concerns for competi-
tion, environment, ATC user fees, etc.—could substantially affect air carriers’ op-
erations and might call for changes to our models. Changes in the economic
forecasts that drive the TAF forecasts will not change our models, although, of
course, changing these inputs will change our models’ forecasts. Unforeseen tech-
nological breakthroughs, or political instabilities like terrorist attacks or war,
could also have substantial impacts on air carriers.
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Appendix A   

Calculating Total Waiting Times for
Two Queues in Tandem

This appendix describes our method for calculating expected delays for traffic ar-
riving at and departing from LMINET airports. In LMINET, a flight arriving at an
airport encounters two tandem queues: an M/Ek/1 queue for arrival runway serv-
ice, followed by a queue with Poisson service times modeling arrival surface-
movement delays. When there are no delays due to lack of ready-to-depart air-
craft, a departing flight encounters an M/M/1 queue modeling departure surface-
movement delays, followed by a queue for departure runway service. The runway-
service queue’s service times have the Erlang-k distribution.

Standard LMINET calculations produce mean aircraft-minutes of delay in the
model’s several queues by integrating the queue lengths with respect to time. For
the present study, we are interested in statistics of the waiting times experienced
by flights arriving at and departing from an airport, at specific times. We gener-
ated these from numerical solutions of the relevant tandem-queue systems. The
following subsections treat the arrival and departure cases.

M/EK/1 PRECEDING A SINGLE-SERVER QUEUE WITH

POISSON SERVICE

Figure A-1 diagrams this tandem-queue network.

Figure A-1. Tandem Queueing Network for Arrivals

Ek, µ Μ, µ2λ

Aircraft arrive at the network in a Poisson process with rate λ, before a single-
server queue whose service times have the Erlang-k distribution with mean rate µ.
After service at this queue, they immediately enter a second single-server queue
whose service times have the Poisson distribution with mean rate µ2.

We characterize the state of this tandem-queue network with the ordered pair (n1,
n2), where n1 denotes the number of phases in the queue with Erlang-k service
times, while n2 denotes the number of clients in the Poisson-service queue.
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State-Transition Diagrams

If the system is at rest—i.e., in state (0, 0)—then (potential) service events have
no effect. The only possible transition occurs with rate λ, and the system transi-
tions to state (k, 0). This is shown in the state-transition diagram of Figure A-2.

Figure A-2. State Transitions from Rest State

(0, 0) (k, 0)

λ

States in which the number of phases in the M/Ek/1 queue is one more than an
integer multiple of k are special: a service event in the Erlang queue completes the
required set of k services and increments the number of clients in the Poisson
queue. The diagrams of Figures A-3 through A-7, which complete the set of
state-transition diagrams, show transitions from these states separately.

Figure A-3. Transitions from (n1, 0), n1 > 0 and n1 ≠  mk + 1

(n1, 0)

(n1 + k, 0)

(n1 - 1, 0)

λ

kµ

Figure A-4. Transitions from (mk + 1, 0), m = 0, 1, …

(mk + 1, 0)

( (m + 1)k +1, 0)

(mk,  1)

λ

kµ

Figure A-5. Transitions from (0, n2), n2 > 0

(0, n2)

(k, n2)

(0, n2 - 1)

λ

µ2
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Figure A-6. Transitions from (n1, n2), n1 > 0, n2 > 0, and n1 ≠  mk +1

(n1, n2)

(n1 + k, n2)

(n1, n2 - 1)

λ

µ2

kµ (n1 - 1, n2)

Figure A-7. Transitions from (mk + 1, n2), m = 0, 1, 2, …, n2 > 0

(m k + 1, n2)

( (m  +  1) k +  1, n2)

(m k +  1, n2 - 1)

λ

µ 2

kµ (m k, n2 +  1)

Evolution Equations

The state transitions diagrammed in the previous section lead directly to the fol-
lowing evolution equations for the tandem queue of Figure A-1. In these equa-
tions, p(n1, n2, t) is the probability that the system is in state (n1, n2) at time t.

� ( , , ) ( , , ) ( , , )p t p t p t0 0 0 0 0 12= − +λ µ [Eq. A-1]
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M/M/1 PRECEDING A SINGLE-SERVER QUEUE WITH

ERLANG-K SERVICE

When there are no delays for ready-to-depart aircraft, departures in LMINET first
enter a M/M/1 queue that models surface-movement delays. After service in this
queue, departing flights enter a queue with the Erlang-k distribution of service
times, for departure runway service.
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Figure A-8. Tandem Queuing Network for Departures

Μ, µ1 Ek, µλ

We now treat this queuing network as we did the one for arrivals, characterizing
its state with the ordered pair (n1, n2), where now n1 is the number of clients in the
first queue, and n2 is the number of phases in the second.

State-Transition Diagrams

The number of different transitions to consider is less for this tandem network
than for the network of Figure A-1, because here the more complex workings of
the queue with Ek service do not affect another queue. Just four diagrams suffice;
they follow:

Figure A-9. Transition from the Rest State

(0, 0) (1, 0)

λ

Figure A-10. Transitions from (n1, 0), n1 ≥  ( 1

Figure A-11. Transitions from (0, n2), n2 > 0

(0, n2)

( 1, n2)

(0, n2 - 1)

λ

kµ

(n1, 0)

(n1 + 1, 0)

(n1 - 1, 0)

λ

µ1
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Figure A-12. Transitions from (n1, n2), n1 > 0 and n2 > 0

(n1, n2)

(n1 + 1, n2)

(n1, n2 - 1)

λ

kµ

µ1 (n1 - 1, n2 + k)

Evolution Equations

The evolution equations also are simpler for this case than for the case of the pre-
vious subsection. Writing p(n1, n2, t) for the probability that the network is in the
state (n1, n2), and remembering that now n1 is the number of clients in the first
queue while n2 is the number of phases in the second, we have:

� ( , , ) ( , , ) ( , , )p t p t k p t0 0 0 0 0 1= − +λ µ [Eq. A-8]
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NUMERICAL SOLUTION OF THE TANDEM-QUEUE

EQUATIONS

Generating numerical solutions of the system of Equations A-1 through A-8 or
Equations A-9 through A-14 is challenging because the dimensions of the systems
are rather large for the cases of interest. Some airports have arrival or departure
capacities as large as 150 operations per hour. We are interested in cases where
delays do not exceed time on the order of 5 minutes. The k parameter of our Er-
lang-k distributions is 22. Thus, the number of phases to be considered may be on
the order of 103. Associated surface-movement queues can be simultaneously
around five or ten. Thus, the system of first order, linear-ordinary differential
equations that we must consider can have several thousand unknown functions to
determine.

Fortunately, the systems are quite sparse, which makes numerical solution feasi-
ble. We experimented with several numerical methods, and finally settled on a
second-order Runge-Kutta scheme that appears to give a useful balance of storage
and execution speed.

We determined the number of phases, and of clients, to be considered at each ep-
och by computing the steady-state queue lengths for both queues, when utilization
ratios were less than one, and by computing the fluid-approximation queue
lengths when those ratios exceeded one. We then considered at least three times
the number of phases, or of clients, found in that way, for the numerical integra-
tion. We renormalized probabilities to sum to one, at each integration step.

WAITING TIME CALCULATION BASED ON THE SYSTEM

STATE

For arrivals,

expected runway delay = 1 1 2

1 2

n n np

kn n

( , )

, µ∑ [Eq. A-14]

expected taxiway delay = 2 1 2

21 2

n n np

n n

( , )

, µ∑ , [Eq. A-15]

expected arrival delay = 1 1 2

1 2

n n np

kn n

( , )

, µ∑  + 2 1 2

21 2

n n np

n n

( , )

, µ∑ . [Eq. A-16]
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Let

Ta = {n1,n2: n1/kµ+ n2/µ2 ≤ ( 7.5/60}, [Eq. A-17]

which is the set of states that the arrival delay is no more than 7.5 minutes, then
on-time probability is given by

pa7.5 = 
1 2

1 2

n n T
p

a

n n
,

( , )
∈

∑ . [Eq. A-18]

Similarly, for the departure system

expected departure runway delay = 1 2 1

1 2

n n np

kn n

( , )

, µ∑ , [Eq. A-19]

expected departure taxiway delay = 2 1 2

11 2

n n np

n n

( , )

, µ∑ , [Eq. A-20]

expected departure delay = 1 2 1

1 2

n n np

kn n

( , )

, µ∑  + 2 1 2

11 2

n n np

n n

( , )

, µ∑ .[Eq. A-21]

and on-time probability is given by

pd7.5 = 
1 2

1 2

n n T
p

d

n n
,

( , )
∈

∑ , [Eq. A-22]

where

Td = {n1,n2: n1/kµ+ n2/µ1 ≤ 7.5/60} [Eq. A-23]
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Derivation of Air Carrier Investment Model Inputs

This appendix documents the translation from the delay output of LMINET to the
productivity input of ACIM. As described in the main body of this report, the
main economic impact of delay is captured with the aircraft block speed parameter
of the ACIM. Specifically, this parameter is the ratio of aircraft miles to block
hours as shown in Equation B-1:

Block Speed=
Aircraft Miles

Block Hour
[Eq. B-1]

To begin, we recognize the need to measure the change in aircraft productivity in
compound annual percentage terms. This calculation is expressed by equation
B-2, in which t denotes time in years, the subscript 0 denotes the year, and the
subscript 1 denotes a future year.

Annual Rate of Change

Aircraft Miles

Block Hours
Aircraft Miles

Block Hours

=



















−

−1

1

0

0

1

1 0

1

( )t t

. [Eq. B-2]

Holding average stage length constant, Equation B-2 reduces to Equation B-3,
which is the result reported in the main text:

Annual Rate of Change=
Average Block Time

Average Block Time
0

1







 −

−
1

1 0
1

(t t )
. [Eq. B-3]
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Abbreviations

AATT Advanced Air Transport Technologies

ACI Airport Council International

ACIM Air Carrier Investment Model

ASAC Aviation System Analysis Capability

ASM Available Seat Mile

ASQP Airlines Service Quality Performance

ATC Air Traffic Control

ATM Air Traffic Management

CRS Computer Reservation System

DOT Department of Transportation

ETMS Enhanced Traffic Management System

FAA Federal Aviation Administration

FAM Fleet Assignment Model

FCM Functional Cost Module

GA General Aviation

GDP Gross Domestic Product

IFR Instrument Flight Rule

IMC Instrument Meteorological Condition

LMI Logistics Management Institute

NAS National Airspace System

NASA National Aeronautics and Space Administration

NASPAC National Airspace System Performance Analysis Capability

OAG Official Airlines Guide

O-D Origin - Destination

QSI Quality Service Index

PMAC Performance Monitoring System

RPM Revenue Passenger Mile



D-2

TAF Terminal Area Forecast

TAP Terminal Area Productivity

TRACON Terminal Radar Approach Control

VFR Visual Flight Rule

VMC Visual Meteorological Condition
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